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Abstract. From the view point of practical applications athe theory of evolutionary algorithms, an
important problem is the location of many localrerta showing at the same time the position of a
global extremum. To accomplish this task, a newcepaxploration procedure is proposed using a so-
called "linear projection”. Additionally, a clusteg technique is introduced to the selection praced
Operation of the method is illustrated by searchihmgfunction of two variables with extrema sepedat
by a tableland with a box-type limitation. Each dinirrespective of the number of clusters, calooifest
enabled location of all three extrema.

1 Introduction

The task of any global optimization method is tadfia global optimum. The global optimum
can be located in one, many or infinite number @h{s. A global minimum and maximum
exist for any continuous function if the set of askible solutions is both bounded and closed.
In this case, a global extremum can occur in thatpo which a local extremum appeatrs, or it
is located on the boundary. The main disadvantdg¥autionary algorithms is that the local
extremum attracts subsequently generated pointss @hfavourable phenomenon can be
prevented, for instance by an appropriate selegrogedure [1]. The problem of leaving the
attraction region or a transition through a sadudlas studied extensively, for example, by
Chorzyczewski and Galar [2].

From the view point of practical applications ahd theory of evolutionary algorithms, an
important problem is the location of many localrerta and while the location of a global
extremum at the same time. It is worth mentionihgt tthe location of a global extremum
using the evolutionary algorithm involves an eleteh probability. Only when we have a
priori information, for instance of unimodality diie objective function, is the location of a
global extremum certain.

The authors propose an additional procedure calldohear projection” which consists in
the random selection of a direction in the analysgalce and the searching for extrema in this
direction. In such case, each function of seveaalables will change into the function of one
variable. An additional assumption of the proposerthod is the box-type limitation (interval
constraints on each variable). This approach esagploration of the analysed space and
location of many extrema at the same time.

2 Description of the method
Let us assume, that the following problem is stlidie

max F(x) (1)
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where

X vector [x,x,.---x,] of decision variables,
Xi real or integer number

F(x) objective function

X set of admissible solutions

Let us assume that the set of admissible solutasox, defined in the following way
X ={x:a; <x; <bj, X =[xy, X5, X, ]} 2

If in the set X we choose a point(o=[X01,X02,--~,X0n], xoOX and a direction
w =[w;, w,, -, w,] , then an arbitrary point in space X can be remteseby the relation

Xi =Xoi +AW; (3)

wherel is the coefficient.

Let us assume also that components of the vecta direction satisfy the condition
w; O<-1,+1>.

If Xxoi and w are known, then substitution of coordinates giwerformula (3) to the
objective function transforms the function of marmyiables into the function of one variable.
For given x; and w the range of variations of coefficiehtcan be determined by substituting
relation (3) into (2) and using the principle ohfunction of inequality. Finally, we obtain

AO<A,B> (4)
where
A =maxA, (5)
B=minB, (6)

i=1+n

Values of A, B; are calculated from the following relations

if w; >0
A =(a —xg )W,
B; = (b —xq )/ W,
else
Ai = (b —xgi) W
B; =(ai —XOi)/Wi (7)

Scanning of segment <A, B> cannot be accomplishyetthd method of golden ratio search or
Fibonacci search because function F(x) on a selertess section may not be unimodal [3].

Bearing in mind that the aim of scanning is to apgh an extremum on the cross section
and not its precise location, the following procexis proposed:



1. A number of directions is assumed and a poiptisxrandomly selected from the
population.

2. Coordinates for each directiom =[wk, wk,.-.wk,...wk] are randomly selected from the
interval w, 0< -1, +1> .

3. For each directiork=1+p, the range of variability\o<ak B> is set up according to
relations (5) and (6).

4. Segment <A B> is searched with fixed step size/ (constant number of steps — m).
The number of steps is assumed by the algorithnigmiers This can be, for instance,
number m=10A%=(B*-A")/m. .

5. The location of points’>and corresponding objective functiohay the beginning of the
interval is memorised if a subsequent value is kmak when in the sequence of points
there is a change from an increasing to decreasggence. In this way, all points near a
local maximum or in a saddle will be located in therval <A, B*>.

6. Points obtained in this way are added to theujation.

The proposed procedure of linear projection enaélgdoration of the analysed space at
each calculation step. It is worth mentioning thids possible to reach the zone of another
extremum, by sampling directions because a subsasune of such area is bigger than zero.

The optimisation procedure starts with the initiatof population, assuming an initial size
of the population. In the selection of parents,emegator of pseudo-random numbers with
uniform distribution is used taking into accourti®n (2).

The other procedures, like crossing or mutatioe, @arried out according to the known
methods [1, 4]. In the mutation procedure it magdean that one of the bounds defining the box
— relation (2) will be exceeded. In this case, levant gene value assumes the value of the
bound, which was exceeded.

An additional comment is required on the selecfioocedure. If a sampled poirg is near
a maximum then selection of an arbitrary directiolh cause that a value of objective function
not worse than in pointys found. The population of points close to therema will increase
as a result of all further calculations. The praggbgrojection procedure will not bring any
progress if we apply hard selection to the totgbysation because the calculations will be
convergent to one of the local extremum. Havingnind the above arguments and that the
coupling of the genetic algorithms and clusteriaghhiques was a subject of many studies
before with positive results, e.g. [6,7], it is posed to carry out the selection according to the
following procedure:

1. Let us assume a number of clusters. Since weotl&know a priori the number of local
extrema, the procedure can be either a pruningmstouctive algorithm.
Let us assume a limit of individuals in the tdusin calculations 10 was taken.

3. Clustering procedure can be realized using drieeoknown methods of cluster analysis.
In this work Kohonen’s method was used [5].

4. If the number of individuals in the cluster isadler than the limit, the selection of
individuals from the analysed cluster does not accu

5. If the number of individuals in the cluster igder than the limit, then hard selection
takes place for a given cluster to the size comedjmg to the limit.

6. Beside individuals from clusters after selectiae add to the population the position of
cluster centres.
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3 Exampleof calculations

To verify the proposed approach, objective fundiof two variables with three local extrema
significantly distant from each other were takehe Dbjective function in the area between the

extrema is relatively flat. The objective functioas the form:

3
F(x) = D hy exp(— (Xl ‘CLk)Z/GLk - (Xz ‘Cz‘k)2 /Gz‘k)
Pt

Coefficients R, ¢, Gk 010 02k IN €quation (8) are given ifiable 1 andFigure 1 shows the

function defined by relation (8). The analysed dsea5, 5>X <-5, 5>.

Table 1. Coefficients in equation (8)

K h Cik Co.k O1.k O2.k

1 1.143165 1.336394 -3.220540 0.302433¥.004549
2 1.177776 0.3898903 0.885901 | 1.46272760.0633130
3 1.8826264 | -3.343724 -3.899728 0.1032834.044127

Figure 1. Three-dimensional image of the objective function.

On basis ofTable 1 and the form of function (8), one can easily deiee the extrema

position and their values. The following was assdiinethe calculations:

number of parents
coding

51

floating points,




- number of steps in a direction 10,

- number of directions 10,

- the mutation ratio 0.1

- one-point crossing,

- crossing ratio 0.2,

- limit of individuals in a cluster 10,

- number of clusters 40r3
- number of generations 20.

Figure 2 shows the location of points after 10 generatighgery calculation, irrespective of
the number of clusters, actually located all thegzema.

Figure 2. Location of extrema and clusters after 10 genamnat{four clusters)
o — location ofndividuals in the clusters - location of cluster centers,
solid lines — lines of constant function value.
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Concluding remarks

A new procedure of evolutionary algorithms aalléinear projection” whose aim is to
better explore the set of admissible solutions tandetect many local and global extrema
is proposed in the paper.

The proposed procedure should be combined waHitional procedures such as
mutation, crossing and selection.

It is recommended to apply in the selection pdaee, the clustering technique with the
limit of individuals in the clusters.

The method was presented taken as an exampfarttiton of two variables with three
separated extrema.
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